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Why FPGAs?

* FPGAs are 10-100x faster than a modern ltanium or
Opteron

— Performance gap is likely to grow further in the future

* Several major vendors now have FPGA modules
— Cray XD1 in 2004, soon on the XT3/XT4
— Silicon Graphics launched RASC in 2005
— Linux Networx announced in June, launching in a few months
— Others in progress...

Y mitrion
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A typical FPGA Module

FPGA to Memory 1/0

1.6GB/s

> RAM memory

FPGA L6
Xilinx Virtex4 LX-200 . \AM memory
1:6GB/s
i RAM memory
|- 6GR)
U RAM memory
: 1.6GB/s
336 512x36bit RAM LeaBrs
3.2GB/s i  RAM memory

1.6GB/s
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* Empty re-configurable silicon surface

* Compared to fixed silicon at the same process
technology (90nm):
— ~10 times slower clock frequency
— ~100 times larger area used per gate

* Compared to CPUs
— 10-100 times faster

Y mitrion
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Programming a Field Programmable Gate

Array

* Without a circuit design, an FPGA is just an
empty silicon surface

— What is meant by “Programmable” in the acronym
“FPGA” is “a circuit design can be loaded”

* Designing a circuit is not “programming” from a
software developer’s point of view

— Not suitable for supercomputing application developers
(biologists, astronomers, etc)

Y mitrion
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Reconfigurable
Supercomputing:
Three new Directions



Three new directions: Libraries

* Hand crafted full-FPGA circuits for specific tasks

— Called as library routines - don’t touch legacy source
code

* Bandwidth limitations

— Sending and receiving arguments

— Reconfiguration of the FPGA

— Very hard to overlap transfers automatically
* Circuit design is difficult

— No libraries yet

Y mitrion
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Three new directions: Bottom Up

 Raise the abstraction level of classic circuit
design methods
— Behavioral Synthesis

* The Holy Grail of circuit design — has been
researched for over 20 years
— Several circuit design tools have come a long way
— Hard to get good performance

Y mitrion
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Three new directions: Top Down

* Create a circuit design that can run software -
Processors

— Micro-blaze and Nios won't cut it
— Configurable processors

* FPGASs require a new Processor Architecture

— Must be automatically adaptable for the program it will
run

— Must be massively parallel

Y mitrion
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The Mitrion Processor
Architecture



The von Neumann processor architecture

int:48<30> main()

ionean prew - The von Neumann architecture is
ot 490> Sibennace  forts in <130 based on a State Machine. It is
characterized by operating on one
 sivomacci; instruction at a time from an

instruction stream.

+ Easily programmable
roaudl + Executes programs of any size

— Sequential; works on an
instruction stream

— Low silicon utilization
l/O intensive
> Needs very high clock frequency

— b, mitrian
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The Purpose Of A Processor Architecture

int:48<30> main()
{

e * A processor is an abstraction layer

A machine, built in hardware that

P performs your program, written in
software

* Completely separates hardware
from software
— ISA: branches, arithmetic
? operations, indirect indexing,
. status registers, etc, etc
— Circuits: gates, flip-flops, clocks,
PLLs, UCFs, etc, etc

— b, mitrian
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Processor Architecture: A Cluster-On-A-

Chip

* Traditional Clusters:
— A set of nodes connected in a fixed network

— Network latency on the order of many thousands of
clock-cycles

» Each node needs to run a block of code to mask
network latency

Y mitrion

(13) 10 July 2006, by Stefan



Processor Architecture: A Cluster-On-A-

Chip

* Network topology specific for algorithm
— |Ideal properties

* Very Fine-Grain Parallelism
— A single instruction on each node
— Each node adapted to run its instruction

* Fully non-von Neumann architecture

* The architecture replaces sequential instruction
scheduling with parallel packet switching

Y mitrion

(14) July 2006, by Stefan



Mitrion Tools Do Not Allow Circuit Design

* The Mitrion tools can only program and configure
the Mitrion Virtual Processor architecture
— The tools can not be used to create circuit designs

* Since circuits can not be designed, no errors
regarding circuit design can be made

* The Mitrion Processor lets you run software in
your FPGA

Y mitrion
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Mitrion Offers Portability And Scalability

* You program the processor, you do not design a circuit for a
specific FPGA platform

* Easy upgrades to the next

. generation of performance
Just configure a processor for the ne available.
platform from your old source-code .
* Exchange code with colleagues

on other platforms

Y mitrion
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The Mitrion Platform

1) The Mitrion Virtual Processor

— A configurable processor design for a fine-grain massively
parallel, soft-core processor

— 10-30 times faster than traditional CPUs

2) The Mitrion-C programming language

— An intrinsically parallel C-family language

3) The Mitrion Software Development Kit
— Compiler
— Debugger/Simulator
— Processor configurator

Y mitrion
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Running Software in
FPGAs



Mitrion-C

* The Mitrion Processor needs a fine-grain, fully
parallel programming language
— Parallel at the level of individual instructions

* A C-family language — but not ANSI-C!
— Steeper learning curve, but better in the long run

* The automatically parallelising C or Fortran
compiler doesn’t exist anyway

— The Holy Grail of parallel computing for 20 years

Y mitrion
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Mitrion-C

* Does not describe Order-of-Execution. Instead it
describes Data-Dependencies

* Syntactic support to make design-decisions
regarding parallelism salient
— Designed to preserve parallelism in the algorithm
— Designed to reveal parallelism in the algorithm

* Allows a complete data-dependency graph to be
created of the algorithm

Y mitrion
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Applying the Mitrion Platform

1) ldentify the time-critical portion of the program
2) Write it as code in Mitrion-C

3) Perform a function call to run your Mitrion-
program

» Most of your code is unchanged

Y mitrion
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Compiling A Mitrion Program

Mitrion-C
Source code

Mitrion Software Development Kitl
|

Compiler
' I
Processor Processor :
Machine-code Architecture |
I

I

I

I

e

Simulator Processor
& Debugger Configurator

________________ el

Processor

Circuit Design
(VHDL IP Core)
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Compiler, Simulator And Debugger

A

| iData dependency graph emacs@FLOAT
Buffers Files Tools Edit Search Help
J o F omn ‘SNEEd © = al0]*b[1]+a[1] *b[0];
. ComplexType result = [r, cl;
J names [ Types Mopaa Foes| § § @ S a‘ )} result:
T
it (ComplexType, ComplexType) butterfly dif [ComplexType vi, vZ, W)
¢
=X ComplexType £1 = cadd(vl, v2):
. T— oy TR e CorplexType £2 ewule (W, csub(vl, v2));:
[l Remamptoa o H A [t FoanCormptox o b 54 o1, f2);
(ComplexType, ComplexType) butterfly(ComplexType vi, vZ, W)
[P e b e Sy K
ComplexType £1 = cadd(vl, cmult(W, vZj):
- . ComplexType £2 = csuk(vl, cmmlt (W, vZ));
""‘m“.\ }oIf1, f2):
/)c“\
,,..m\.-i\,\ -u?mn//v ComplexType[z] butterfly dif_vec (ComplexTypel[2] ¥, ComplexType W)
read] react] ¢
~ ComplexType £1 = cadd(V[0], V[11):
e ComplexType £2 = cmult (U, csub(¥[0], V[1]]):
é F = [£1, £2]:
—_— . F:
ot oy
- (ImageType, BufferType) LoadVector (IwageType sSre, BufferType dst, AddrType offh
\ B B
| i I
‘| 2 m (srei, dstl) = foreach(i in <0..5113)
I {
| | useiE) i e
o 2
| ] = o i o = (x1, tl) = Re=dCowplexExternal(src, offset+incremsnt®i);
| \ ,—?7" 1 | tz = UriteComplexidst, i, x1]:
| 3o(ti, tz)
‘ e vait (srel
| A
| [ MesziEI & Mesmam 5 g
I e e
| = %
| AN yd —gui —-log PHASE —input B 1 —outpyl
I Moz Mo t knas FEE_5 le.1gd
l\ .
| ’:a‘:ém
| —[ Reading simulation data from files
‘ e H - Input files: 8 1
Output files
| ain
Optimizing
| Bandwidth analysis
| —[ _latency: 57175.8 cycles. 7.146875E—4 sB8@Mhz
‘ —[ Build Bil graph again
—[ Create processor
| —[ main Nodes: 1838 Edges: 2828
‘ -I buffer bits: 9377
back hits: 11818
‘ buffer hits(reg): 6617
buffer bits{shift)>: 2768
—[ Done
K| [

Astart|| & T lo @ A E -

|J ‘Wemacs@FLoaT | Elakivitatshan...| (5] Jisharedim... | (B feygdrivefef.

Fremacs@FLOAT (k) Data depen... [VEH b3l 5 @ H 1050

, . t .
(23) 10 July 2006, by Stefan
Mohl



Contact Information

Mitrionics AB

ldeon Science Park
SE-223 70 Lund
WWW. Mmitrionics.com

stefan@mitrionics.com

Y mitrion

(24) July 2006, by Stefan



