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Fighters of the Tide

Fighters of the Tide
Bioinformatics experience a super-exponential increase in data volumes, far superior to the growth 

curves for both  processing power per dollar and bytes storage per dollar, says Joel Hedlund.

Read further on page 3
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Large-scale data handling 
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BILS
BILS (Bioinformatics Infrastructure for Life Sciences) 
is a distributed national research infrastructure sup-
ported by the Swedish Research Council. The aim is to 
provide necessary infrastructure in the form of data-
bases, data storage and analysis tools. Furthermore, 
BILS provides bioinformatics support to life science 
researchers in Sweden. BILS is also the Swedish con-
tact point to the European infrastructure for biological 
information ELIXIR. BILS was established in 2010 and 
has currently a staff of 15 people and will during 2012 
expand to about 25 persons. Present BILS staff has ex-
pertise in protein bioinformatics, mass spectrometry 
(MS), next generation sequencing (NGS), large-scale 
data handling, metagenomics, systems biology, and 
RNAseq. Additional expertises will be added during 
2012.

BILS is predominantly offering bioinformatics support 
in various projects, depending on the user needs. In 
the projects, the BILS persons are working close to the 
research group, and they spend part of their time to 
teach the users in order to propagate the bioinformat-
ics knowledge. Furthermore, BILS provides infrastruc-
ture and tools for bioinformatics analyses in order to 
facilitate these analyses for the users. 

BILS is together with SNIC developing systems and 
strategies for long-term large-scale storage of bioin-
formatics data (MS proteomics data, NGS sequence 
data). BILS is also working in close collaboration with 
Science for Life Laboratory in Stockholm and Uppsala. 

To get in contact with BILS, please find contact details 
on http://www.bils.se

bengt PeRsson

Data storage is an increasingly important part of SNIC’s tasks. 
At the recent workshop in Swestore (cf. separate article in this 
issue) the upcoming challenges were presented together with 
the new storage solutions. These will provide cost-effective and 
sustainable storage for Swedish scientists. International col-
laborations will also be important – both at the Nordic and 
at the pan-European level. SNIC is part of NDGF on the 
Nordic level and in EUDAT on the EU level. Furthermore, 

security is crucial when providing long-term storage. For accurate access control, Swestore uti-
lises certificates, which are issued by the universities. Thus, if the researchers should get access 
to the national storage facilities, all universities need to provide these certificates. This is not 
the case today, but will hopefully be that in the near future! It is also important that the SNIC 
centres keep close collaborations with data-rich research infrastructures. Within the life science 
domain, the infrastructure BILS has already ongoing collaborations with NSC, and additional 
collaborations are currently initiated with UPPMAX. 

The second implementation phase of the EU project PRACE has now started. All SNIC 
centres will contribute, and the three centres that have participated in PRACE since long will 
be the major providers. NSC will contribute within our expertise areas of code optimisation, 
large-scale storage, and large-scale computer rooms. Furthermore, we will arrange a PRACE 
workshop together with HPC2N in autumn 2012.

NSC is continuing expanding and recruiting more personnel. Currently, we have 5 positions 
announced – two system administrators, two system developers and one computational scien-
tist. Please check our web site http://www.nsc.liu.se for more details.

For large-scale data handling, NSC has recently acquired two nodes in the Kappa cluster, 
equipped with 1 TiB RAM each. These nodes are aimed at special applications requiring very 
large internal memory, e.g. large genome assemblies and large quantum chemistry calculations. 
Even though the nodes are financed by Linköping University, they will be made available also 
for users at other universities.

bengt PeRsson, nsC diReCtoR

NSC contributes to PRACE
PRACE (Partnership for Advanced Computing in 
Europe) is a Research Infrastructure of top level HPC 
ecosystem in Europe. Currently PRACE-RI includes three 
Tier-0, petaflop systems namely JUGENE (Blue Gene/P), 
CURIE (x86-infinband) and HERMIT(CRAY XE6) and sev-
eral Tier-1 systems. In the near future two more upcom-
ing Tier-0 systems namely SuperMUC and FERMI will be 
added to PRACE-RI.

PRACE-RI encourages researchers from across Europe 
to apply for access to its world class resources for re-
search via a central peer review process. PRACE Tier-0 
resources are available through three forms of access: 
Programme Access, Project Access and Preparatory 

Access. Program Access is available to major European 
projects that can benefit from PRACE resources. Pro-
ject Access is intended for individual researchers and 
research groups including multi-national research 
groups.  Preparatory Access is intended for efficient 
resource use required to prepare proposals for Project 
Access.   PRACE Tier-1 resources are available through 
DECI calls. 

PRACE-RI  provides HPC expertise to prospective users 
for effective use of PRACE resources. PRACE-RI has an 
extensive education and training effort through  sea-
sonal schools, workshops, scientific and industrial semi-
nars etc throughout Europe  to aid users and potential 

users of PRACE systems. The 1st  implementation phase 
(PRACE-1IP) started 1st  July 2010 and will continue until 
30 June 2012. The 2nd implementation phase (PRACE-
2IP) started 1st September 2011 and will continue until 
31st August 2013. Twenty one European countries 
are members of the PRACE research infrastructure. In 
Sweden SNIC is partner in PRACE-1IP/2IP with the par-
ticipating centres NSC, PDC, HPC2N, UPPMAX, C3SE and 
LUNARC.

The contributions from NSC in PRACE-2IP will be in 
providing expertise to users of PRACE systems for port-
ing and optimizing their codes to effectively utilize the 
Tier-0 and Tier-1 systems,  helping prospective users in 

submitting proposals for PRACE resources,  benchmark-
ing PRACE systems.  NSC will also contribute to investi-
gation in  future technologies, especially with respect 
to energy efficiency. This includes studies of highly 
energy efficient HPC components and systems, as well 
as power and cooling technologies. Furthermore, NSC 
will work on novel programming techniques, mod-
els and tools in order to achieve  good efficiency on 
petascale systems. 

More details about PRACE-RI is available at 
http://www.prace-ri.eu.

Chandan basu
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Biological research is necessary. Not only 
to get a better understanding of the myr-
iad of intricate and interwoven processes 
that go on in our very own bodies in 
order to ensure our continued existence, 
but also for combating new diseases and 
understanding our role in the environ-
ment. The benefits of biological research 
are evident in our current simple cures to 
old plagues and crippling ailments, but 
the need for further progress is equally 
apparent, for example in our lack for 
cures for genocides like malaria, and the 
threat of emergent pathogens like H1N1. 

Unfortunately, biological research is 
also very costly. This is mostly because 
biology is life; it's horribly complex, and 
we don't understand it! Even a simple 
experiment, like for example culturing 
bacteria in a test tube and measuring 
their reaction to certain stimuli, is in-
fluenced by innumerable variables that 
need to be precisely controlled in order 
to ensure consistent results. What's 
worse, many of these variables are dif-
ficult or impossible to measure, and an 
unknown number of these variables are 
simply unknown and therefore impos-
sible to even assess. There are also often 
numerous confounding factors. For 
example, the bacterium in question may 
have several mechanisms in place to react 
to that specific type of stimulus, only 
some of which produce the response that 
is being measured. Furthermore, biologi-
cal experiments are nearly always very 
time consuming. The measurements in 
our simple example would probably only 
take hours, but would likely be preluded 

by days of rigorous preparation, growing 
the bacteria under exact and reproduc-
ible conditions, and painstakingly ensur-
ing that no contamination occurs along 
the way. 

There is also of course the ever present 
ethical imperative. In our society it 
is thankfully unthinkable to take the 
most direct route to that new biological 
knowledge that is most relevant to us hu-
mans, so instead of trying out new drugs 
on humans directly, we tend to take the 
long way around, starting with test tubes 
and yeast cells and slowly and laboriously 
moving up to animals and eventually 
people, progressing only at the slow pace 
set by the rigours of acceptable safety. 

We obviously can't do all the experi-
ments we want to do. Money, time and 
ethics set universal limits, so we have to 
prioritise. Preferably, we should start 
with those experiments that will teach 
us the most, and to make those experi-
ments count, we should pry the maximal 
amount of knowledge out of every speck 
of data that we collect. 

Bioinformatics is the science of han-
dling information on biology. One of its 
aspects is to ensure that experimental 
results are stored in an accessible and 
orderly fashion, so that scientists world-
wide can best benefit from them. An-
other aspect is to use the collected data; 
to process it in various ways in order to 
synthesise new theories, find new genes, 
and explain infection mechanisms for 
new viruses.

Our success in the first aspect is a great 
aid and a great challenge for the second. 
Laboratory methods develop and con-
stantly move toward higher throughput 
and larger data volumes, so as accessibil-
ity and interoperability increases, the 
possibilities for new discoveries of course 
increase exponentially, but at the same 
time we are drowning in that same data 
we strove so hard to collect (cf. Fig. 1). 
Smarter and faster algorithms and bet-
ter ways of using bigger and faster com-
puters are perpetually in high demand, 
and automation becomes a necessity in 
order to stay afloat. 

So to summarise, bioinformatics en-
tails using computers to analyse huge 
amounts of very complicated data, taken 
from a field that is only partially under-
stood, to see the hidden trends and con-
nections, and draw useful conclusions.

Protein families

So how can we avoid getting washed 
away in the flood? It is obvious at this 
point that humans can never hope to 
keep up with the escalating data genera-
tion rate, at least not on the level of in-
dividual entries. However, many entries 
share many common properties, and by 
clustering entries we could conceivably 
do better in our race against the ma-
chines. One useful way of clustering pro-
teins and genes is to define protein fami-
lies; groups of closely related proteins 
likely to have the same physicochemical 
properties, expression patterns, interac-
tions with other cell components, tissue 

specificity, subcellular localisation and so 
on, grouping together the evolutionary 
counterparts from different species rang-
ing from man through mouse, octopus, 
banana and various bacteria and even on 
to viruses. The alcohol dehydrogenases 
working busily in our livers from time 
to time is one example (cf. Fig. 2). As a 
side note, apart from alleviating the an-
notation effort, protein families are what 
allows us to do experiments on lab rats 
rather than people. 

Borrowing from speech recognition, 
profile hidden Markov models (HMMs, 
as used in HMMER [3]) have enabled 
us to teach computers to recognize new 
members of known protein families, by 
feeding them good examples of already 
known members. A computer with a 
library of HMMs could then automati-
cally detect all new members of known 
families in a newly sequenced genome, 
on the fly, and at virtually no cost [4]. 

The problem with this excellent first line 
of flood barrier automation is that some-
one has to teach the computers about the 
protein families in the first place, which 
is a labour intensive work even for sea-
soned field experts, and there are plenty 
protein families that are little known or 
even need discovering (cf. Fig. 3). The 
second line of flood barrier automation is 
therefore currently under construction, 
where computers automatically generate 
models that can automatically detect 
new members of new families [5]. Wel-
come to the new millennium! 

JoeL hedLund

National Data Storage
On 28 October, the "Swedish National Data Storage Ini-
tiative" Swestore arranged a workshop to inform STAC 
about status and user needs. The Swestore project was 
initiated 2008 and should be fully integrated in SNIC 
with a tight collaboration with large scale initiatives/
projects. The core services in the project are:

*  Harmonized centre storage solutions at all six SNIC 
centers.

*  Cross-site backup

*  National distributed transparent-access storage.

This work is lead by the Swestore working group (la-
gringsgruppen) with members from all SNIC centres. 

Swestore is based on three pillar – Centre storage, Tape 
infrastructure and National storage. 

Centre storage is a center wide cluster storage that 
should be harmonised from a user perspective. The 
SNIC centres collaborate on procurement and at the 
technical level.

Tape infrastructure is now up and running. All centres 
have backup and cross site backup between three tape 
libraries at HPC2N, PDC and NSC. There are also storage 
projects that use this tape infrastructure.

National storage. The national storage are now up 
and running, currently with about 20 different storage 

projects. Storage pools are distributed between all six 
SNIC centres. Currently, there is about 1200 TiB storage 
available, and further expansion is planned. All SNIC 
clusters have grid access to the storage. For easy access 
to this storage, the users need a certificate, which can 
be issued by the university. However, there are some 
initial difficulties with these certificates that need to be 
solved. These includes:

*  User client tools are hard to use.

*  User documentation is poor

*  User certificates are difficult for users to manage.

* User management.

The conclusion from the workshop is that the Swestore 
project is up and running. Centre storage and tape 
infrastructure will be maintained. Furthermore, even 
though the national storage is already in use, there are 
needs for additional developments to create user envi-
ronments suitable for each large user group.

The next Swestore workshop is planned for spring 2012.

tom LangboRg 
swestoRe CooRdinatoR
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Number of Something or Other in Some Database Figure 1: This figure shows the number of something or other, in some database, in 
arbitrary units. In the field of bioinformatics, this is the picture you will get regard-
less of how you slice the cake or which cake you slice, be it the number of available 
protein sequences or completed genome sequencing projects. Therefore, one 
of these is nearly always included for motivation in any bioinformatic presenta-
tion, paper or grant application. The author will draw your attention first to the 
exponential hockey-stick shape of the trend line, and then to the fact that we have 
already surpassed last year's number, and that the projected number for next year 
is even higher. Then the author will point out that human information process-
ing capabilities cap out at about the level of the thin blue line (at around 10% of 
today's number), before concluding that we humans, as a species, have been out 
of our depth since 2003, and we're doing progressively worse all the time, with no 
end in sight, and that's why we need more computers, automation and bioinfor-
matics. In this particular instance of this plot, you can also see the superimposed 
growth curves for the number of GOLD completed genome sequencing projects 
(diamonds, currently 2980 [1]) and TrEMBL protein sequences (squares, currently 
17651715 [2]). A notable feature of especially the latter curve is that the last half-
decade has actually showed a super-exponential increase in data, far superior to 
the growth curves for both flops processing power per dollar and bytes storage 
per dollar, and this will likely become a major problem in the very near future. So 
the problems and opportunities in this field are in fact even greater than I have 
hitherto led you to believe!

0.1

Figure 2: Schematic representation of the three dimensional structure of human 
class III alcohol dehydrogenase, with its zinc ion and NAD cofactors. The chain 
of peptide bonds connecting the sequence of amino acids is shown as a ribbon, 
coloured red in the cofactor binding domain, and green in the folding core of the 
catalytic domain.

Figure 3: Tree diagram of relations between proteins in the MDR superfamily [5], 
excluding non-eukaryotic sequences as well as 80 % of the remainder for clarity. 
In total, 518 out of 16667 known members are shown, and the scale bar represents 
10 % sequence differences. The alcohol dehydrogenases (found for example in 
human liver) can be found as one of the little broom shapes at approximately 1 
o'clock. This figure serves as an illuminating example of the intricacies of the field 
of bioinformatics as a whole, where, after removing layer after layer of size and 
complexity, there is always ample size and complexity still left to go around.
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Between October 25 and October 28, 
two HPC courses open to all SNIC us-
ers were held back to back at NSC. The 
first was a one day course and provided 
an introduction to Grid computing 
and accessing grid storage. The second 
course was a beginners level course 
in the message passing interface API, 
MPI. Both course were given in lecture 
form interspersed with hands-on ses-
sions and exercises.

The Grid and MPI courses were led by 
the Swegrid coordinator Jonas Linde-
mann and parallel programming expert 
Joachim Hein respectively, both from 
the Lunarc supercomputing centre of 

Lund University. NSC staff assisted in 
the practical sections of the MPI course.

The grid course covered the basics from 
getting a Grid certificate allowing ac-
cess to grid resources to submitting jobs 
and accessing storage and also gave an 
introduction to the large scale Swestore 
national storage infrastructure.

In the MPI course, the concepts be-
hind message passing and distributed 
memory computing was introduced and 
the key MPI calls were explained. The 
course contained practical, hands-on 
sessions where point-to-point communi-
cations, non-blocking communications 

HPC Courses Held at NSC
and the collective communication calls 
were used in concrete programming 
exercises.

Many participants came from outside 
Linköping including Uppsala Universi-
ty, the Karolinska Institute, Stockholm 
University and Lund University as well 
as NSC partners SMHI and Saab.

NSC wishes to thank the lecturers, 
assistants and all course participants for 
making this a successful event and we 
hope to see you again on future events 
arranged.
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Joel Hedlund is an applica-
tion expert in bioinformat-
ics at NSC.  He has worked 
mainly with large scale 
protein sequence analysis 
and classification, with 
a special interest in grid 
computing.

Course participant Daniel Filipazzi (left) and course lecturer  
Jonas Lindemann.

Practical session during the MPI course.
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