
National Supercomputer Centre at Linköpings universitet 

News 
2008:3

For more information and to register for the event, please visit http://www.nsc.liu.se/nsc08

Deep 
Down

Voyage to the Earth's Deep Interior
Igor Abrikosov is using NSC systems to study pure Fe and 
Fe-Ni alloys at extreme conditions inside the Earth's core.

Read further on page 3
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New staff member: Johan Raber
I am joining NSC this September as a systems expert on distributed computing. My main responsibili-
ties will be projects focussing on distributed data storage and backup solutions, but I will also work 
with the administration of the other computing resources at NSC. I come most recently from the 
Dept. of Cell & Molecular Biology at Uppsala University where I finished my PhD studies in biophysics, 
studies which heavily relied on distributed computing – computational chemistry, mainly – and this is 
also how I got in to this line of work .

We are happy to announce that SNIC recently 
decided to finance a new high-performance com-
puting resource at NSC. Of this new “ foundation 
level system”, half will be dedicated to local users 
at Linköping University and half to users country-
wide achieving allocations via SNAC. The system 
will be used for bioinformatics, molecular dynamics, 
quantum chemistry, material physics, fluid me-
chanics and further disciplines, where it will match 
the growing demand from these users. With this 

welcome addition at NSC, we now have resources at all levels, making it smooth for 
users to move projects between different systems depending on the computational re-
quirements. Thus, the resources can be utilised in a much more cost-effective manner. 

Another happy announcement is that NSC has been granted to participate in the 
EU project IS-ENES aiming at creating an infrastructure for climate and Earth 
system modelling. This 20-partner project runs from 2009 to 2012 and will include 
development of distributed solutions for calculations and storage, where NSC 
will utilise its expertise in these areas. Furthermore, SMHI is partner in this EU 
project, making it an important extension of the collaboration between NSC and 
SMHI.

Now in September, the CERN experiments with the Large Hadron Collider 
(LHC) will start to generate exciting data. The data collection involves supercom-
puter centres all over the world, and NSC is one of these taking care of data acquire-
ment and safe storage for subsequent analyses by participating research groups in 
Sweden and other countries. The data collection set-up in the Nordic countries is 
coordinated via NDGF (Nordic Data Grid Facility) and has been shown very suc-
cessful and reliable in various tests performed before the real experiments that now 
start.

Finally, I would like to wish you very welcome to attend the NSC’08 workshop 
on large-scale storage solutions and the accompanying SUSEC autumn meeting 
and SUNET conference –three conferences during three days, 14–16 October at 
Linköping University.

bengT persson, direcTor of nsc

Breaking the 
Petaflop/s Barrier
In May this year, the IBM-built system Roadrun-
ner at Los Alamos National Laboratory became 
the first supercomputer to achieve more 
than one petaflop/s sustained on the Linpack 
benchmark. This event resulted in the gold 
position in the June edition of the top500-list 
(www.top500.org) of world fastest supercom-
puters. It left the competition far behind: The 
second position on the list is held by a large 
IBM BlueGene/L system at Lawrence Liver-
moore National Laboratory achieving “merely” 
478 teraflop/s on Linpack.

NSC's largest system, Neolith, hold the 40:e 
position on top500 with the sustained Linpack 
performance of 44.46 teraflop/s. In June it was 
surpassed by HPC2N's latest cluster, Akka, at 
position 39 with 46.04 teraflop/s. The fastest su-
percomputer in Sweden according to Linpack is 
still FRA's impressive cluster which is ranked no 
11 on the list of world's fastest supercomputers.

New to the June edition of this list is that it has 
started to track measured power consumption 
values. Not too surprising, the fastest super-
computer on the list is also the most power-ef-
ficient system. Solving power distribution and 
heat dissipation is the most difficult challenge 
in the development of increasingly dense com-
puting resources.

Next edition of top500 is published at the 
Supercomputer conference in November this 
year.

niclAs Andersson
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New staff member:  Eva-Britt Berglund
Hi, my name is Eva-Britt Berglund and I am a new member of NSC. I will be working part time (50%) 
as an economist and the other 50 percent I will continue working at the Department of Computer 
and Information Science, IDA, at Linköpings universitet. I have been working at IDA during the last 17 
years and today I work as an economist but also with public purchasing. I am looking forward to work 
with all of you!

Early in the 20th century it became 
evident from the study of seismic 
waves that the interior of the Earth, 
similar to other terrestrial planets,  has 
a chemically divided radially layered 
structure, like that of an onion (Fig. 
1). The rock units and layers near the 
surface are understood from direct 
observations, core samples, and drill-
ing projects. However the deepest 
drill hole has only reached less than 12 
km below the Earth’s surface.  Thus, 
investigations of the conditions of the 
Earth's interiors (temperature, pres-
sure, composition, density, rheology 
etc.) can be performed only through 
indirect means via studies of seismic 
waves produced by earthquakes, analy-
ses of rocks, remains of meteorites etc. 
Besides laboratory experiments, theo-
retical simulations of physical proper-
ties of materials at extreme conditions 
are highly useful sources of knowledge 
about our planet. 

The core is the most remote region 
on the Earth. A solid inner and liquid 
outer cores have radii of about 1220 
km and 3400 km, respectively. Avail-
able cosmochemical, geochemical, and 
geophysics studies provide evidences 
that the Earth's core contains iron with 
substantial amount of nickel (5-20 %). 
Nowadays the extraordinary interest 
to the Earth’s core is connected to ad-
vances in experimental high-pressure 
methods as well as to new develop-
ments in computer technologies and 

methods for theoretical modeling. 
It is currently possible to extend in-
vestigations leading to a new level of 
understanding of phase diagrams and 
structures of materials at extreme 
pressure-temperature conditions. This 
turns out to play extremely important 
role in studies of the processes like 
sound waves propagation and earth-
quakes, Earth's magnetic field behavior 
and magnetic poles swaps, and a so 
called nutation, or wobbling, of the 
Earth’s rotation axis. A key issue in 
the understanding of these complex 
phenomena is the study of physical 
and chemical properties of different 
phases, which compose the Earth. 

At the very high pressure and tem-
perature conditions of the Earth's deep 
interior the accurate measurements 
of physical and chemical material 
properties become exceedingly dif-
ficult. Two widely-used techniques 
capable of generating such extreme 
conditions, shock compression and 
laser heating in diamond anvil cells, 
give certain discrepancies in results. 
On the other hand the main difficulty 
of theoretical simulations comes from 
extremely high temperature, which 
requires simultaneous consideration 
of the electron and ion motion. In 
principle, ab-initio molecular dynam-
ics (AIMD) could treat all electronic 
and vibrational thermal contributions. 
However AIMD simulations require 
large number of atoms, long simulation 

runs, short time steps, as well as very 
high accuracy. All these requirements 
make the AIMD method about 4 or-
ders of magnitude more time consum-
ing than static methods, and therefore, 
such projects can be executed exclu-
sively at high-performance computer 
facilities. Apart from this the study 
of the Eearth's core requires a proper 
treatment of disorder effects in alloys, 
which is still a challenging task.

In our Theoretical Physics group at 
IFM, Linköping University, we have 
been developing the theory of al-
loys and the unique methodology, 
which can be combined with AIMD 
simulations. In addition new power-
ful computer clusters, which are now 
available in Sweden and, particularly, 
at Linköping National Supercomputer 
Center (NSC) make it possible to per-
form realistic simulations in reasonable 
time. In our SNIC-supported project 
we have been performing ab-initio 
static and molecular dynamics calcu-
lations of the pressure-temperature 
phase diagram of pure Fe and Fe-Ni 
alloys at extreme conditions. Our very 
recent studies of these materials [1-2] 
shed new light on the structure of the 
Earth's core. 

In particular, the text-book under-
standing of the Earth's solid core was 
that it should be composed mainly 
of the so-called hexagonal closed 
packed (hcp) Fe, i.e. Fe with the crys-
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Apply for access to HPC capacity 
Now it becomes even easier to apply for High Performance Com-
puting, HPC, resources for scientific groups in Sweden. The Swedish 
National Allocation Committee for HPC, SNAC, doubles the upper 
limit for allocations on medium level projects on large resources. 
This will make it possible for more groups to get adequate HPC ca-
pacity for their needs through the flexible, quick and comprehen-
sive medium scale application system. In the last application round 

for large scale allocations a large fraction of the applications would 
fall into the new sized medium scale category. In this way the ap-
plication system will be more streamlined, an easier application 
procedure for the majority of groups and the evaluation can focus 
stronger on really large applications. The dead-line for large scale 
applications this autumn is 27 October at 15:00. More information 
regarding SNAC is available at: http://www.snac.vr.se/.

peTer Münger

tal structure of close-packed layers 
of atoms surrounded by hexagons  of 
neighboring atoms. In collaboration 
with the experimental geophysics unit 
of Prof. L. Dubrovinsky and Prof. N. 
Dubrovinskaia from Germany we have 
performed a combined theoretical and 
experimental study of pure iron at 
different pressure-temperature condi-
tions. We examined the face-centered 
cubic (fcc) crystal structure, another 
phase of Fe where atoms are arranged 
in cubes with all corners and all faces 
of each cube occupied by the atoms. 
The fcc Fe phase is known to be stable 
at ambient pressure and elevated tem-
perature. We surprisingly revealed an 
extended region of stability of the fcc 
phase at pressure higher than 100 GPa 
[2]. Moreover a subtle energetic differ-
ence between different crystal struc-
tures of Fe may lead to a co-existence 
of several phases in the inner core (P = 
300-360 GPa and T = 5000-7000 K).

Further an inclusion of Ni leads to sta-
bilization of the body-centered cubic 
(bcc, see Fig. 1) structure of the alloy, as 
was demonstrated in Ref. [1]. Moreo-
ver, different light-element impuri-
ties, like Si [3], Mg [4], O, S, etc, are 
considered as possible elements, which 
can be present in the Earth's interior 
and which can strikingly influence the 
structural stability and elasticity of 
Fe. Therefore, in our ongoing project 
we focus on studies of alloy systems 

at extreme conditions. An example 
of the results coming from calcula-
tions is shown in Fig. 2. Here we use 
essentially more accurate theoretical 
treatment of the bcc Fe-Ni alloy at ex-

tremely high pressure and temperature 
as compared with that in Ref. [1], and 
we confirm our original prediction that 
the bcc structure becomes dynamically 
stable. 

Fig. 1: Schematic view of the 
Earth’s interiors (courtesy by L. 
Dubrovinsky). The Earth has an 
outer silicate solid crust, a highly 
viscous mantle, a liquid outer 
core that is much less viscous 
than the mantle, and a solid inner 
core. Atomium monument placed 
in the center of the Earth inner 
core in the figure represents a 
unit cell of a body-centered cubic 
(bcc) crystal. In our recent Science 
publication [1] we showed that 
it is stable in Fe-Ni alloys at the 
Earth’s core conditions.

Fig. 2:  Results of  ab-initio mo-
lecular dynamics simulations of  
Fe-rich FeNi alloy with the bcc 
crystal structure at 300 GPa and 
6000 K. Shown are diagonal pres-
sure components as a function of 
simulation time. There is no devi-
ation between the average values 
of the pressure components for x, 
y, and z-directions. This indicates 
the dynamical stability of the bcc 
structure of the alloy, represented 
by the large supercell with quasi-
random distribution of Fe (blue) 
and Ni (red) atoms (see inset).
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NSC has recently acquired new HPC 
resources in collaborations with our 
partners SMHI and Saab. The new 
clusters are designed by NSC together 
with our partners in order to arrive at 
optimal solutions with respect to the 
users’ requirements and price/per-
formance ratio. 

For Saab, there is a new Linux cluster, 
with the name Skylord, consisting of 
40 HP ProLiant DL160 G5 servers 
with two 2.8 GHz quad-core Intel 
Xeon processors and 16 gigabyte 
RAM, giving a total of 320 processor 
cores. The network technology used 
for application communication is a fast 
Infiniband DDR (20 gigabit/s). With 
the new system Saab will be able to 
make powerful calculations within the 
areas of airoelastics, fluid dynamics, air 
turbulence and radar signatures.

For SMHI, there are two new Linux 
clusters, named Bore and Gimle. 
Gimle is used for simulation model 
development and Bore is running the 

production simulations for weather 
forecasts. Together the two clusters 
have 140 servers, also of the HP Pro-
Liant DL160 G5 2.8  GHz quad-core 
Intel Xeon type, interconnected with 
fast Infiniband DDR network, config-
ured in a full bisection fat-tree topol-
ogy. In total, the SMHI systems have a 
top performance of 12.5 teraflop/s. The 
new systems will be used for faster and 
more detailed weather forecasts with 
much better resolution than earlier. 

Furthermore, to meet the demand of 
network capacity for weather produc-
tion, model development and climate 
research, and to prepare for the ever in-
creasing transfers of data volumes, we 
have established several wavelength-
based connections between SMHI and 
NSC, each currently running at one 
gigabit per second.

These new acquirements are evident 
signs of the fruitful collaborations 
between NSC and our partners SMHI 
and Saab.

New HPC resources for SMHI and Saab

In future studies we proceed with ex-
tended simulations of the Fe-Ni phase 
diagram using AIMD, complemented 
with such powerful computational 
techniques as thermodynamic integra-
tion and global structure optimization 
to make novel inroads for the enigma 
of the Earth's interior. We acknowl-
edge fruitful support by the  Swedish 
National Infrastructure for Comput-
ing (SNIC) program in general and 
powerful NSC computing resource 
Neolith in particular. Theory, experi-
ment, and simulations deeply intercon-
nected in this project will lead further 
in our voyage to the Earth's deep 
interior.

A. MikhAilushkin, s.i. siMAk 
And i.A. Abrikosov

Theory And Modeling division, 
depArTMenT of physics, 
cheMisTry And biology, 

linköping universiTy
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Los Alamos Computer Science Sym-
posium (LACSS) 2008
October 13 –15, 2008. Santa Fe, USA.  
http://www.lanl.gov/conferences/
lacss/2008

NSC'08 conference with focus on 
storage issues
October 14 –15, 2008. Linköping, 
Sweden. 
http://www.nsc.liu.se/nsc08

SUSEC autumn workshop with a 
focus on security issues
October 14 –15, 2008. Linköping, 
Sweden. 
http://www.nsc.liu.se/nsc08

SUNET TREF-punkt 19 with focus on 
network issues, Linköping Univer-
sity
October 15 –16, 2008. Linköping, 
Sweden. 
http://www.nsc.liu.se/nsc08

PACT 2008; 7th International Confer-
ence on Parallel Architectures and 
Compilation Techniques
October 25 –29, 2008, Toronto, Canada. 
http://www.eecg.toronto.edu/pact 

E- science conference: Global Chal-
lenges – Regional opportunities: 
How can Research Infrastructure and 
eScience support Nordic competi-
tiveness?
November 12 –13, 2008, Stockholm, 
Sweden. 
http://www.vr.se 

SC 08; International Conference for 
High Performance Computing, Net-
working, Storage and Analysis
November 15 –21, 2008, Austin, Texas, 
USA. 
http://sc08.supercomputing.org

ICPADS 2008; 14th International 
Conference on Parallel and Distrib-
uted Systems
December 8 –10, 2008, Melbourne, Aus-
tralia. 
http://www.deakin.edu.au/conferences/
icpads2008 

HiPC-08: International Conference 
on High Performance Computing
December 17 –20, Bangalore, India. 
http://www.hipc.org

HPCA-15; 15th International Sympo-
sium on High-Performance Compu-
ter Architecthure
Febr 14 –18, 2009, Raleigh, 
North Carolina, USA. 
http://www.comparch.ncsu.edu/hpca

PPoPP 2009; 14th ACM SIGPLAN 
Symposium on Principles and Prac-
tice of Parallel Programming
Febr 14 –18, 2009, Raleigh, 
North Carolina, USA. 
http://ppopp09.rice.edu

PerCom-09; IEEE Intl Conference on 
Pervasive Computing and Commu-
nications
March 16 –20, 2009, Dallas, USA. 
http://www.percom.org

HP-Cast NTIG (Nordic Technical 
Interest Group in HPC using HP 
clusters)
Preliminary daty: March 24 –25, 2009, 
CSC, Finland.  
http://www.csc.fi

IPDPS-09: IEEE International Parallel 
and Distributed Processing Sympo-
sium
May 25 –29, 2009, Rome, Italy. 
http://ipdps.org

HiCOMB 2009 8th IEEE International 
Workshop on High Performance 
Computational Biology
May 25, 2009. Rome, Italy. 
http://www.hicomb.org


